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Abstract
The characteristics of semi-Markov process we can translate on the reliability characteristics in the semi-Markov reliability model. The cumulative distribution functions of the first passage time from the given states to subset of states, expected values and second moments corresponding to them which are considered in this paper allow to define reliability function of the system. The equations for many reliability characteristics and parameters are here presented.

1. Introduction
The semi-Markov processes were introduced independently and almost simultaneously by P. Levy [9], W.L. Smith [12] and L. Takacs [13] in 1954-55. The essential developments of semi-Markov processes theory were proposed by R. Pyke [11], [12], [13], E.Cinlar [2], Koroluk, Turbin [8], [9], N.Limnios [10], D.C. Silvestrov [14].

A semi-Markov process is constructed by the Markov renewal process which is defined by the renewal kernel and the initial distribution or by another characteristics which are equivalent to the renewal kernel. Those quantities contain full information about the process and they allow us to find many characteristics and parameters of the process, that we can translate on the reliability characteristics in the semi-Markov reliability model. The cumulative distribution functions of the first passage time from the given states to subset of states, expected values and second moments corresponding to them, enable to calculate a reliability function, a mean time to failure and another reliability parameters of an object. The equations for these quantities are here presented. Moreover, is discussed a concept of interval transition probabilities and the corresponding equations are also derived. At the end of the paper there are illustrative examples.

2. Time to failure
Assume that evolution of a system reliability is describe by a finite state space $S$ semi-Markov process $\{X(t) : t \geq 0\}$. Elements of a set $S$ represent the reliability states of the system. Let $S_+$ consists of the functioning states (up states) and $S_-$ contains all the failed states (down states). The subset $S_+$ and $S_-$ form a partition of $S$, i.e., $S = S_+ \cup S_-$ and $S_+ \cap S_- = \emptyset$.

Let $\{X(t): t \geq 0\}$ be the continuous-time semi-Markov process with a discrete state space $S$ and a kernel $Q(t), t \geq 0$. A value of random variable

$$\Delta_A = \min\{n \in \mathbb{N} : X(\tau_n) \in A\}$$

denotes a discrete time (a number of state changes) of a first arrival at the set of states $A \subset S$ of the embedded Markov chain $\{X(\tau_n) : n \in \mathbb{N}\}$. A value of a random variable

$$\Theta_A = \tau_{\Delta_A}(2)$$

denotes a first passage time to the subset $A$ or the time of a first arrival at the set of states $A \subset S$ of semi-Markov process $\{X(t) : t \geq 0\}$. A function

$$\Phi_{i\rightarrow A}(t) = P(\Theta_A \leq t | X(0) = i), \ t \geq 0,$$

is Cumulative Distribution Function (CDF) of a random variable $\Theta_{i\rightarrow A}$ denoting the first passage time from the state $i \in S$ to the subset $A$. Thus

$$\Phi_{i\rightarrow A}(t) = P(\Theta_{i\rightarrow A} \leq t).$$
If $A = S_+$ and $i \in S_+$ then $\Phi_{ia}(t), t \geq 0$, is CDF of a time to failure of an object if initial state is $i \in S_+$. For the regular semi-Markov processes such that,

$$f_{ia} = P(\Delta A < \infty | X(0) = i) = 1, \ i \in A',$$

the distributions $\Phi_{ia}(t), i \in A'$ are proper and they are the only solutions of the equations system

$$\Phi_{ia}(t) = \sum_{j \in A} Q_{ij}(t) + \sum_{k \in S} \int_0^t \Phi_{ka}(t-x) dQ_{ik}(x), \ i \in A'$$

Applying a Laplace-Stieltjes L-S transformation for this system of integral equations we obtain the linear system of equations for (L-S) transforms

$$\tilde{\Phi}_{ia}(s) = \sum_{j \in A} \tilde{q}_{ij}(s) + \sum_{k \in A'} \tilde{q}_{ik}(s) \tilde{\Phi}_{ka}(s),$$

where

$$\tilde{\Phi}_{ia}(s) = \int_0^\infty e^{-st} d\Phi_{ia}(t),$$

are L-S transforms of the unknown CDF of the random variables $\Theta_{ia}, i \in A'$ and

$$\tilde{q}_{ij}(s) = \int_0^\infty e^{-st} dQ_{ij}(t),$$

are L-S transforms of the given functions $Q_{ij}(t), i, j \in S$. That linear system of equations is equivalent to the matrix equation

$$(I - q_{A'}(s))\varphi_{A'}(s) = b(s),$$

where

$$I = [\delta_{ij}: i, j \in A']$$

is the unit matrix,

$$q_{A'}(s) = [\tilde{q}_{ij}(s): i, j \in A']$$

is the square sub-matrix of the L-S transforms of the matrix $q(s)$, while

$$\varphi_{A'}(s) = [\tilde{\Phi}_{ia}(s): i \in A']^T,$$

$$b(s) = [\sum_{j \in A} \tilde{q}_{ij}(s): i \in A']^T$$

are one column matrices of the corresponding L-S transforms. The linear system of equations for the L-S transforms allows us to obtain the linear system of equations for the moments of random variables $\Theta_{ia}, i \in A'$. The expectations $E(\Theta_{ia}), i \in A'$ we obtain by solving the equation

$$(I - P_{A'}^2)\overline{\Theta}_{A'} = \overline{T}_{A'},$$

where

$$P_{A'} = [p_{ij}: i, j \in A'], \ \overline{\Theta}_{A'} = [E(\Theta_{ia}): i \in A']^T,$$

$$\overline{T}_{A'} = [E(T_i): i \in A']$$

and $I$ is the unit matrix. To find the second moments $E(\Theta_{ia}), i \in A'$ we have to solve the matrix equation

$$(I - P_{A'}^2)\overline{\Theta}_{A'}^2 = B_{A'},$$

where

$$P_{A'} = [p_{ij}: i, j \in A'], \ \overline{\Theta}_{A'} = [E(\Theta_{ia}): i \in A']^T,$$

$$B_{A'} = [b_{ia}: i \in A']^T,$$

$$b_{ia} = E(T_i) + 2 \sum_{k \in A'} p_{ik} E(T_{ik}) E(\Theta_{ka}).$$

3. Interval transition probabilities

The conditional probability

$$P_{ij}(t) = P(X(t) = i | X(0) = i), \ i, j \in S, t \geq 0$$

is called the interval transition probability from the state $i$ to the state $j$ in the interval $[0, t]$. The number $P_{ij}(t)$ denotes the probability that the SM process $\{X(t): t \geq 0\}$ will occupy the state $j$ at an instant $t$ if it starts from the state $i$ at moment 0. Interval transition probabilite satisfy the system of equations

$$P_{ij}(t) = \delta_{ij}[1 - G_i(t)] +$$

$$+ \sum_{k \in S} \int_0^t P_{kj}(t-x) dQ_{ik}(x), \ i, j \in S$$

We can obtain the solution of that system of equations applying Laplace transformation. Let

$$\tilde{P}_{ij}(s) = \int_0^\infty e^{-st} P_{ij}(t) dt,$$$$

$$\tilde{q}_{ik}(s) = \int_0^\infty e^{-st} dQ_{ik}(t),$$

$$\tilde{G}_i(s) = \int_0^\infty e^{-st} G_i(t) dt.$$

(10)

Passing to Laplace transform we obtain

$$\tilde{P}_{ij}(s) = \delta_{ij} \left[ \frac{1}{s} - \tilde{G}_i(s) \right] + \sum_{k \in S} \tilde{q}_{ik}(s) \tilde{P}_{kj}(s), \ i, j \in S.$$
If we place this system of equations in matrix form we get

\[
\hat{P}(s) = \left( \frac{1}{s} I - \hat{G}(s) \right) + \hat{q}(s) \hat{P}(s),
\]

where

\[
\hat{P}(s) = [\hat{P}_{ij}(s): i, j \in S],
\]

\[
\hat{G}(s) = [\delta_{ij}\hat{G}(s): i, j \in S],
\]

\[
\hat{q}(s) = [\delta_{ii}\hat{q}(s): i, j \in S],
\]

\[I = [\delta_{ij}: i, j \in S].\]

4. The limiting probabilities

In many cases the interval transitions probabilities \(P_j(t), t \geq 0\) and the states probabilities

\[P_j(t) = P(X(t) = j), \quad t \geq 0, j \in S\]

approach the constant values for large \(t\). Let

\[
P_j(t) = \lim_{t \to \infty} P_j(t) = \lim_{t \to \infty} P(X(t) = j), \quad j \in S,
\]

\[
P_{ij} = \lim_{t \to \infty} P_{ij}(t) = \lim_{t \to \infty} P(X(t) = j|X(0) = i), \quad i, j \in S.
\]

As a conclusion from theorems presented by Korolyuk and Turbin [7], we introduce the following theorem [5], [6]. Let \(\{X(t): t \geq 0\}\) be the regular semi-Markov process with the discrete state \(S\) and the kernel \(Q(t) = [Q_{ij}(t): i, j \in S]\). If the embedded Markov chain \(\{X(\tau_n): n \in N_0\}\) of the semi-Markov process \(\{X(t): t \in R_+\}\) contains one positive recurrent class \(C\), such that for

\[
\forall i \in S, j \in C \quad f_{ij} = 1,
\]

\[
\exists a > 0 \forall i \in S \quad 0 < E(T_i) = \int_0^\infty [1 - G_i(t)] dt,
\]

then there exist the limiting probabilities of \(P_{ij}(t), i, j \in S\) and \(P_j(t), j \in S\) as \(t \to \infty\). Moreover

\[
P_{ij} = \lim_{t \to \infty} P_{ij}(t) = \lim_{t \to \infty} P_j(t)
\]

\[
= \frac{\pi_i E(T_j)}{\sum_{k \in S} \pi_k E(T_k)},
\]

where \(\pi_i, i \in S\) form the stationary distribution of the embedded Markov chain \(\{X(\tau_n): n \in N_0\}\).

Let us recall that the stationary distribution of \(\{X(\tau_n): n \in N_0\}\) is the unique solution of the linear system of equations

\[
\sum_{i \in S} \pi_i p_{ij} = \pi_j, j \in S, \quad \sum_{j \in S} \pi_j = 1,
\]

where

\[
p_{ij} = \lim_{t \to \infty} Q_{ij}(t).
\]

5. Reliability and maintainability characteristics

Suppose that \(i \in S_+\) is an initial state of the process. The conditional reliability function is defined by

\[
R_i(t) = P(\forall u \in [0, t], X(u) \in S_+|X(0) = i), \quad i \in S_+.
\]

Note that from the Chapman-Kolmogorov property of a two dimensional Markov chain \(\{X(\tau_n), \tau_n: n\}\), we obtain

\[
R_i(t) = 1 - G_i(t) + \sum_{j \in S_+} \int_0^t R_j(t - u) dQ_{ij}(u), i \in S_+.
\]

Passing to the Laplace transform we get

\[
\tilde{R}_i(s) = \frac{1}{s} - \tilde{G}_i(s) + \sum_{j \in S_+} \tilde{q}_{ij}(s) \tilde{R}_j(s),
\]

\[
i \in S_+,
\]

where

\[
\tilde{R}_j(s) = \int_0^\infty e^{-st} R_j(t) dt.
\]

The matrix form of the equation system is

\[
(I - q_{S_+}(s)) \tilde{R}(s) = W_{S_+}(s),
\]

where

\[
R(s) = [\tilde{R}_i(s): i \in S_+]^T,
\]

\[
W_{S_+}(s) = \left[ \frac{1}{s} - \tilde{G}_i(s): i \in S_+ \right]^T
\]

are one column matrices, and

\[
q_{S_+}(s) = [\tilde{q}_{ij}(s): i, j \in S_+],
\]

\[I = [\delta_{ij}: i, j \in S_+]\]

are square matrices. Note that

\[
\tilde{G}_i(s) = \frac{1}{s} \sum_{j \in S_+} \tilde{q}_{ij}(s).
\]

Elements of the matrix \(\tilde{R}(s)\) are the Laplace transforms of the conditional reliability functions. We obtain the reliability functions \(R_i(t), i \in S_+\) by inverting the Laplace transforms \(\tilde{R}_i(s), i \in S_+\).
If $A = S_-$, and $A' = S_+$, then the first passage time from a state $i \in A'$ to a subset $A$ denotes a time to failure or lifetime of the system under condition that $i$ is an initial state. Therefore the random variable $\Theta_{S_-}$ is time to failure of the system. Notice that

$$R_i(t) = P(\forall u \in [0,t] X(u) \in S_+ | X(0) = i) = P(\Theta_{S_-} > t | X(0) = i) = 1 - P(\Theta_{S_-} \leq t | X(0) = i) = 1 - \Phi_{iS_-}(t), \; i \in S_+.$$  

A conditional mean time to failure (MTTF) is conditional expectation

$$\bar{\Theta}_{iS_-} = E(\Theta_{S_-} | X(0) = i) = \int_0^\infty R_i(t)dt, \; i \in S_+.$$  

A corresponding second moment is

$$\bar{\Theta}^2_{iS_-} = E((\Theta_{S_-} | X(0) = i)^2) = 2 \int_0^\infty t R_i(t)dt, \; i \in S_+.$$  

We can calculate those reliability parameters of the system in another way. We can solve equations (8) substituting $A = S_-$ and $A' = S_+$. Unconditional reliability function of the system is defined as

$$R(t) = P(\forall u \in [0,t], X(u) \in S_+).$$  

Note that

$$R(t) = P(\forall u \in [0,t], X(u) \in S_+) = \sum_{i \in S_+} p_i R_i(t),$$  

as

$$P(X(0) = i) = 0 \; \text{for} \; i \in S_-.$$  

6. Pointwise availability

The availability at time $t$ is determined as

$$A(t) = P(X(t) \in S_+).$$  

Notice that

$$A(t) = P(X(t) \in S_+) = P(X(t) \in S_+, X(0) \in S)$$  

From the equality it follows that we can calculate the pointwise availability having an initial distribution $p_i = P(X(0) = i), i \in S$ and the interval transition probabilities $P_{ij}(t), i \in S, j \in S_+$. If there exist the limit probabilities

$$P_j = \lim_{t \to \infty} P_{ij}(t), j \in S_+,$$

then the limiting (steady-state) availability

$$A = \lim_{t \to \infty} A(t)$$

is given by

$$A = \sum_{j \in S_+} P_j.$$  

7. Maintainability function and parameters of the system

In similar way we obtain the maintainability function and parameters of the system, symmetrically to the reliability case. Now we assume that $i \in S_-$ is an initial state of the process. The conditional maintainability function is determined by

$$M_i(t) = P(\forall u \in [0,t], X(u) \in S_- | X(0) = i), \; i \in S_-.$$  

These functions fulfil the equations system

$$M_i(t) = 1 - G_i(t) + \sum_{j \in S_-} \int_0^t M_j(t-u)dQ_{ij}(u), \; i \in S_-.$$  

which is equivalent to the system of equations for the Laplace transform

$$\bar{M}_i(s) = \frac{1}{s} - \bar{G}_i(s) + \sum_{j \in S_-} \bar{Q}_{ij}(s)\bar{M}_j(s), \; i \in S_-,$$

where

$$\bar{M}_j(s) = \int_0^\infty e^{-st} M_j(t)dt.$$  

We obtain the maintainability functions $M_i(t), i \in S_-$ by inverting the Laplace transforms $\bar{M}_i(s), i \in S_-$ being a solution of the above system of equations.
If $A = S_+$ and $A' = S_-$, then the first passage time from a state $i \in A'$ to a subset $A$ denotes a time to repair or a maintenance time of the system under condition that $i \in S_-$ is an initial state. Therefore the random variable $\Theta_{S_+}$ denotes the maintenance time of the system. Notice that

$$M_i(t) = P(\forall u \in [0,t], X(u) \in S_-| X(0) = i) = P(\Theta_{S_+} > t|X(0) = i) = 1 - P(\Theta_{S_+} \leq t|X(0) = i) = 1 - \Phi_{\Theta_{S_+}}(t), i \in S_-.$$  

The conditional mean maintenance time (MMT) and the corresponding second moment are

$$\bar{\theta}_{iS_+} = E(\Theta_{S_+}|X(0) = i) = \int M_i(t)dt, i \in S_-.$$  

$$\bar{\theta}^2_{iS_+} = E(\Theta_{S_+}^2|X(0) = i) = 2\int t M_i(t)dt, i \in S_-.$$  

We can also calculate those parameters of the system in another way. We can solve equations (11) and (12), substituting $A = S_+$ and $A' = S_-$. The unconditional maintainability function of the system is defined as

$$M(t) = P(\forall u \in [0,t], X(u) \in S_-).$$

Note that

$$M(t) = P(\forall u \in [0,t], X(u) \in S_-) = \sum_{i \in S_-} p_i M_i(t).$$

8. Illustrative example

8.1. Description and assumptions

The object (device) works by performing the two types of tasks 1 and 2. Duration of task $k$ is a nonnegative random variable $\xi_k, k = 1,2$ governed by a CDF $F_{\xi_k}(x), x \geq 0, k = 1,2$. Working object may be damaged. Time to failure of the object executing a task $k$ is a nonnegative random variable $\zeta_k, k = 1,2$ with probability density function $f_{\xi_k}(x), x \geq 0, k = 1,2$. A repair (renewal, maintenance) time of the object performing task $k$ is a nonnegative random variable $\eta_k, k = 1,2$ governed by probability density function $f_{\eta_k}(x), x \geq 0, k = 1,2$. After each operation or maintenance the object waits for the next task. In this case a waiting time is a nonnegative random variable $\gamma$, having PDF $f_{\gamma}(x), x \geq 0, k = 1,2$ where in it is task 1 with a probability $p$ or task 2 with a probability $q = 1 - p$. Furthermore we assume that all random variables and their copies are independent and they have the finite second moments.

8.2. Model construction

We start the construction of the model with the determination of the operation process states:

1 - state of waiting for the tasks performing
2 - performing of the task 1
3 - performing of the task 2
4 - repair after failure during executing of the task 1
5 - repair after failure during executing of the task 2.

A model of a object operation is a semi-Markov process with a state space $S = \{1,2,3,4,5\}$ and the kernel

$$Q(t) =$$

$$
\begin{bmatrix}
0 & Q_{12}(t) & Q_{13}(t) & 0 & 0 \\
0 & 0 & 0 & Q_{24}(t) & 0 \\
0 & 0 & 0 & 0 & Q_{35}(t) \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

The model is constructed if all kernel elements are determined. According to assumptions we calculate elements of the matrix $Q(t)$. In detail we explain calculation of an element $Q_{21}(t)$. Transition from a state 2 to 1 in time no grater than $t$ takes place if duration of task 1, denoting as $\xi_1$, is less or equal $t$ and time to failure is greater then $\xi_1$. Hence

$$Q_{21}(t) = P(\xi_1 \leq t, \xi_1 > \xi_1) = \int_{D_{21}} dF_{\xi_1}(x)dF_{\xi_1}(y),$$

where

$$D_{21} = \{(x,y): 0 \leq x \leq t, y > x\}.$$  

Therefore

$$Q_{21}(t) = \int_0^t dF_{\xi_1}(x) \int_x^\infty dF_{\xi_1}(x) = \int_0^t [1 - F_{\xi_1}(x)] dF_{\xi_1}(x),$$

where
\[ F_{\xi_i}(x) = \int_0^t f_{\xi_i}(x) \, dx. \]

In similar way we calculate the rest of elements. Finally we obtain:

\[
\begin{align*}
Q_{12}(t) &= p \, F_{\xi_i}(t), \\
Q_{13}(t) &= q \, F_{\gamma}(t), \\
Q_{21}(t) &= \int_0^t [1 - F_{\xi_i}(x)] \, dF_{\xi_i}(x), \\
Q_{24}(t) &= \int_0^t [1 - F_{\xi_i}(x)] \, dF_{\xi_j}(x), \\
Q_{31}(t) &= \int_0^t [1 - F_{\xi_2}(x)] \, dF_{\xi_2}(x), \\
Q_{35}(t) &= \int_0^t [1 - F_{\xi_2}(x)] \, dF_{\xi_2}(x), \\
Q_{41}(t) &= F_{\eta_j}(t), \\
Q_{51}(t) &= F_{\eta_j}(t).
\end{align*}
\]

The transition probability matrix of the embedded Markov chain \( \{X(t_n); n \in N_0\} \) is of the form:

\[
P = \begin{bmatrix}
0 & p & 0 & 0 \\
p_{21} & 0 & q & 0 \\
p_{31} & 0 & 0 & p_{35} \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 
\end{bmatrix},
\]

where

\[
\begin{align*}
p_{21} &= \int_0^\infty [1 - F_{\xi_i}(x)] \, dx, \\
p_{24} &= \int_0^\infty [1 - F_{\xi_i}(x)] \, dF_{\xi_i}(x) = 1 - p_{21}, \\
p_{31} &= \int_0^\infty [1 - F_{\xi_2}(x)] \, dF_{\xi_2}(x), \\
p_{35} &= \int_0^\infty [1 - F_{\xi_2}(x)] \, dF_{\xi_2}(x) = 1 - p_{31}.
\end{align*}
\]

The Laplace-Stieltjes transform of the kernel \((39)\) is given by

\[
\bar{Q}(s) = \begin{bmatrix}
0 & \bar{q}_{12}(s) & \bar{q}_{13}(s) & 0 & 0 \\
\bar{q}_{21}(s) & 0 & 0 & \bar{q}_{24}(s) & 0 \\
\bar{q}_{31}(s) & 0 & 0 & 0 & \bar{q}_{35}(s) \\
\bar{q}_{41}(s) & 0 & 0 & 0 & 0 \\
\bar{q}_{51}(s) & 0 & 0 & 0 & 0 
\end{bmatrix}
\]

8.3. Reliability characteristics and parameters

In the model a subset \( S_+ = \{1,2,3\} \) consists of the functioning states and a subset \( S_+ = \{4,5\} \) contains all failed states of the object operation process. In this case the matrix equation \((23)\) for the Laplace transform of the conditional reliability function takes the form

\[
\begin{bmatrix}
1 & -\bar{q}_{12}(s) & -\bar{q}_{13}(s) \\
-\bar{q}_{21}(s) & 1 & 0 \\
-\bar{q}_{31}(s) & 0 & 1 
\end{bmatrix} \begin{bmatrix}
\bar{R}_1(s) \\
\bar{R}_2(s) \\
\bar{R}_3(s)
\end{bmatrix} = \begin{bmatrix}
\left(1 - \bar{q}_{12}(s) - \bar{q}_{13}(s)\right) \\
\left(1 - \bar{q}_{21}(s) - \bar{q}_{24}(s)\right) \\
\left(1 - \bar{q}_{31}(s) - \bar{q}_{35}(s)\right)
\end{bmatrix}.
\]

We obtain the reliability functions \( R_i(t), i \in S_+ \) by inverting the Laplace transforms \( \bar{R}_i(s), i \in S_+ \).

The numbers \( \Theta_{iS_+} = E(\Theta_{iS_+}), i \in S_+ \) signify conditional mean times to failure. They are unique solutions of the linear equations system \((11)\), which in this case have the following matrix form

\[
(l - P_{S_+})\overline{\Theta}_{S_+} = \overline{T}_{S_+},
\]

\[
P_{S_+} = [p_{ij}; i,j \in S_+],
\]

\[
\overline{\Theta}_{S_+} = [E(\Theta_{iS_+}); i \in S_+]^T,
\]

\[
\overline{T}_{S_+} = [E(T_i); i \in S_+]^T
\]

and \( l \) is the unit matrix. Hence

\[
\begin{bmatrix}
1 & -p & -\bar{q} \\
-p_{21} & 1 & 0 \\
p_{31} & 0 & 1 
\end{bmatrix} \begin{bmatrix}
E(\Theta_{1S_+}) \\
E(\Theta_{2S_+}) \\
E(\Theta_{3S_+})
\end{bmatrix} = \begin{bmatrix}
E(T_1) \\
E(T_2) \\
E(T_3)
\end{bmatrix}
\]

Solving the equation we get

\[
E(\Theta_{1S_+}) = \frac{\overline{g}_1 + p\overline{g}_2 + q\overline{g}_3}{1-p\overline{p}_{21} - q\overline{p}_{31}}
\]

\[
E(\Theta_{2S_+}) = \frac{p_{21}\overline{g}_1 + q\overline{g}_2}{1-p\overline{p}_{21} - q\overline{p}_{31}}
\]

\[
E(\Theta_{3S_+}) = \frac{p_{31}\overline{g}_1 + p\overline{g}_2 + (1-p)\overline{p}_{21}\overline{g}_3}{1-p\overline{p}_{21} - q\overline{p}_{31}}
\]

To obtain the limiting distribution of the process states, the steady-state availability, the conditional mean times to failure and the corresponding second moments we have to solve the appropriate system of linear equations.
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