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Abstract

Cloud computing is a growing field since data sgeregs becoming ever more decentralized. Provide@aud
solutions want to insure the safety and availabitf their customers’ data. In order to increases¢h
performance indices, several storage policies haem implemented: replication, erasure codes Aetew of
them rely on randomized procedures.

In this paper, we focus on the influence of a dfestorage policy on the availability of a giveitef Taking
only disk failures into account, we provide a gahéormula for the average file unavailability; which is a
generalization of the well-knowk-out-of-n problem, to which it reduces when disks are idahtiWe then
calculate U for several configurations when disks have diffiéreeliabilities, and show that the disk
arrangement has a major impact on the result. \& @ovide an approximation which could be helul
more complex arrangements.

1. Introduction storage and repair policies have been studied,

, and “rebuild” procedures described [22]. The
Cloud services have emerged as the new data storage \1TpL varies with the way redundant data are

solution. Business players are competing to offer t stored (“Clustered vs Declustered”) [24]. The
best solution in terms of usability, safety and MTTDL is often computed using Markov
availability [2]. The_key point is to design rob_mﬁta models and criticized accordingly [5]-[6], [16].

centers that maximize these performance criteria. the Normalized Magnitude of Data Loss

From a customer point of view, data availability is (NOMDL) [6] is expressed by the number of
crucial. That is why many storage solutions have bytes lost per mission lifetime

been develop_ed i_n order to increase data safegy Th the Expected Annual Fraction of Data Loss
use pure replication (several copies of the sane da (EAFDL) [9]
are stored in different locations) [9], [12]-[1319], h i ' h b ted: the Bit Half
[24], compression [1], or erasure code techniques :.)f e;éneﬂr]lcsD avbel ggnks:glg]eseé t?\ ID ta i
(based on error-correcting codes that lessen the tfe [16], the Double Disk Failures [5], the Data
storage overhead) [7]-[8], [23], etc Loss events per Petabyte Year [7] and others,
How can we compare the performance of different ShOV.V'”g th"’.‘t. the definition  of @
metric combining ease of computation,

approaches/architectures?  Several performance meaninafulness. and bracticality is still hotl
indices have been proposed: debateo? ’ P / ’

* the Mean Time To Data Loss (MTTDL) is the In this work, we have adopted the point of viewaof

most commonly used performance index m’customer and chosen to consider the average
[9], [15], [23]-[24] in the context of data loss I . L 9
unavailability U of a given file, in the case of a

prevention strategies. Different models of specific storage policy [121413], [21], [23]-[24].
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While this unavailability is of course dependent onwe randomly select one disk (among timedisks)

the architecture of the data center in terms ofwhere we will store the first chunk. Secondly, the
hardware (disks, buses, switches, racks, node3, etcl remaining chunks are stored (again, at random) in
and software (protocols), we shall limit ourseltes the S disks following the first one. The disks are
the influence of the hard drives’ unavailabilit@dy. indexed by a logical address; they are not nedgssar
Our configuration is actually a generalization ot located in the same rack or node.is called the
well-known k-out-of-n problem [3], [11], [16]. We spread factor. It must obey the inequalities 1 <
show that the disk placement policy has a directS <m — 1. The number of disks in a data center can
influence on the file unavailability when the hard reach several thousands. In the following, theofat
drives are different. We also provide a satisfactor disks containing the chunks will be called a
approximation tdJ in order to make computations of configuration. If the spread fact&is large enough,
this performance index much easier. there might be different ways of selecting the same
Our paper is organized as follows. In section 2, weconfiguration C, as shown inFigure 2 For
describe the storage policy. In section 3, we empla operational reasons, we do not wish one
the method leading to the general expression of theonfiguration to be “drawn” more often than others,
file unavailability and explain how it reduces teet since it would imply a heavier load on the relevant
classicalk-out-of-n result when disks are identical. disks, and a possible decrease of their lifetiriés.
Because of combinatorial aspects, the exactan ensure that the load is evenly distributed aller
expression of the file unavailability cannot alwégs  possible configurations by choosing

computed in a reasonable time. We explicitly

calculateU in section 4 for particular cases that could < m )

be deployed in real systems. From the exact 2’

expressions, we deduce efficient second-order

approximations that provide quick and satisfactorybecause any possible configuration can then be
estimates that might be helpful in the general .caseselected once only.

Finally, by comparing the results of our different

case studies, we prove the influence of the disk

arrangement on the file unavailability. We conclude disk Fmmm——mm— i —— - - . disk

by a brief discussion of future work. 1 | S locations ' m

2. Storage Policy firstL____'\__;‘_/____|

. chunk
2.1. Data processing n-1 remaining chunks

Each file is first split intd data blocks. Redundancy Figure 1 The placement policy using the spread
procedures implemented in erasure coded system@ctorS=6form=13 anch=4

transform thoseK blocks inton new blocks (also

called chunks) which are then stored in different‘ ‘ ‘ ‘ -:EE-:-
locations, in order to minimize common-cause

failures. Let us set T

First selected disk

BN EEl B

The gist of such procedures is that the initiag fil T
cannot be rebuilt (i.e., recovered) if at ledsthunks
have been lost because of hard drive failudesgy

be linked to some Hamming distance [7]). In other
words, if at leastl of then chunks are lost, the file is
irrecoverable. In practice, we shall hake n < 20

d=n—K+1. (1)

First selected disk

Figure 2 An example of two different ways to select
a configuration wittm=13,S=10anch=5

and3 < d =<6. The probability of selecting a configuration is:
2.2. Data storage 1

—_— 3
We now have to store chunks in the set ah hard mCr 1 )

drives of the system. The storage policy is
implemented using randomized procedures, thayhere
principle of which is displayed ifigure 1 Firstly,
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n-1 S! By replacing the previous expression in eq. (59, th
Cs™ = S—n+Dn-1D" (4) average file unavailability for identical disks dsa
In this work, we wish to study the possible inflaen U= U. (7)

of S on the file unavailability, so that it will be _ _
treated as a (almost) free parameter, as will be3.3. Discussion

apparent in the next sections. The lifetime duration of disks in data centers is

3. Fil ilabilit shorter than the one of disks in personal computers

- Flieunavailabiiity since disks in Cloud systems are much more
3.1. General case solicited. The issue of the disk’s MTTF is still ofu

) _ o debated [5], [10], [14]-[16], [18], and the figures

For a system of disks with unavailabilitegH.<<m.  mentioned in the literature are typically of theler
the file unavailability can be calculated as follow of 5 few 16 hours. A good order of magnitude for a
For any configuratiorC of n disks, the probability gisk unavailability would thus be ~ 10~* or even
that at leastl chunks are lost is known ad-but-of- less. For such values, even the first term of @). (
n:F” '[3], [11], [16], [21]. Let us name this namely C2q%(1— q)™¢, that can also be
quantltyU(_d out — of —n: F ; C). Efficient methods _approximated by:?q?, provides a good estimate of
and algorithms have been proposed to compute ithe file ynavailability. Indeed, witm = 12 and

using various formulations [4], [11]. Then, the 5 _ 4" ihe relative error between eq. (7) and its
average file unavailability is nothing but the sum approximation is less than 0.07 %.

over all feasible configurations 0f(d out—of —  Equation (7) and its approximation give the file
7:# ;¢ multiplied by the probability tha has been 4y ailability when disks are identical. However, i

selected. Under the assumptiar>2S, all g known that even for batches of the same model,
configurations have the same probability of beinggyitferent lifetimes are to be expected [15]. In the

drawn, so that the average file unavailability sead following section, we shall study systems in which
two or more families of disks are used, in différen

Z U(d out — of —n: F; C).(5) deployments.
‘ 4. Case studies

1

n-—1
m Cg

It is worthwhile stressing thdf is actually a two- In this section we shall consider two different way
fold average. The first average is related to theto arrange disks, and see their possible influemce
randomized procedure for the storage of chunks. Thé/. We shall also inquire whether a good estimate of
second one is implicit inJ(d out — of — n: F; C) U could be obtained front/(g), where g is the
since it must take the random character of failuresaverage disk unavailability.

and repairs of each disk into account, so that

individual unavailabilities may be defined. Equatio 4.1. Block arrangement

(5) shows that/ can be computed exactly in the
general case, but tigf*~* factor makes computation
times unreasonably long whén>> n — 1. We shall
see in the following that eq. (5) may however take
simple form in particular cases.

Let us first consider a system constituted by two
types of disks, of unavailabilitiesy; and qp,
respectively. The first deployment considered liere
represented ifrigure 4 in which my disks of type 1
are followed bym, disks of type 2. This placement

32 |dentical disks will be denoted as “two-block” arrangement.

When disks are identical, with therefore the same| | | [ | [ [[II0COC0AEEITT

reliabilities, U(d out — of — n: F ; C) reduces to the | ) /
classical result fok-out-of-n systems. Indeed, if is I I
the disk unavailability, the probability that aasd my ms

chunks are lost for any configurati@ns , _
Figure 4 “Two-block” arrangement witm = 12 and

n m=np,=6
U@ = Y chat- o (6)

—= The numbersn, andm, can be arbitrary, but we will

assume that both of them are greater fRaor the
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sake of simplicity, let us start the calculationlofor
the simplest case, thatris = m, = m/2, and set

q= %(Ch +q2), (8)
1
n= E(Ch —q2). 9
U is the sum of four contributions
U=Vi+ Vo+ Vi, + Vol (10)

The termV; (resp.V,) originates with the selection
of the first disk in the firstmy — S disks (resp.
m, — S) of the system. Indeed, if we do so, tBe
following neighbors will also be of type 1. Themya
configuration from theseS+1 disks will be

constituted with type-1 disks only (see the top of

Figure 5 and we can apply eq. (7).

S neighbors
''''''''' 1

I 00 A

First selected disk

S neighbors

| ||||||||||||||||||||||||||||||||||||||||||||||

First selected disk

L[]

Figure 5 Contribution of configurations with the
same type of disks with = 12 andS = 4

For all these configurations, the probability oefi
unavailability will be, thanks to eq. (2),

_ml_S

Vi

U(qq). (11)

We can make a Taylor expansiomiof U(q,), with
q1 =q+ n. Since U(q) is of degreen, the
derivatives U®¥)(q) with k >n vanish. V; reads
therefore

n
_my =S 1

Vi u®(q) n*.

m k!
k=0

(12)

In a similar way (see the bottom Bigure 5, if the

first selected disk belongs to the fingf - S, the
contributionV, reads, because, = q — 7,

26

n

2.

k=0

=
k!

m,—3S

V2 u®(q) n*.

(13)

m

The remaining terms are obtained when &
disks could contain disks of both types. The
contributionV; _,, (resp.V,_,;) is obtained when the
first disk selected belongs to the I&disks of type 1
(resp. type 2) (sefigure 6.

S neighbors

T

First selected disk

— S neighbors \
1 R BN

I . ||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||

First selected disk

Figure & The contributions when tt#+ 1 disks
are of both types

Vi, andV,_,, are expected to be expressed, like
andV, in egs. (12) and (13), as linear combinations
of derivatives of U(q) and powers of). Indeed, for
any of these configurations, the probability ofihgs

at leastd disks is a polynomial expression gpand

Oy, as is the sum of all contributiong,_,, will be
therefore a polynomial iq andn of degree at most
n. The only unknown is the coefficient before each
term. These coefficients are expected to depend on
(at most)n, S d andm. We have computed formally
V,_, and these coefficients for various valuesod
andS, using Mathematica. We have found that

n
1
Viw=— > a®UP@n,  (14)
k=0
where
{ ==, (k odd)
a(k) = (n—k) S—k (n+1) (15)
WJ (k even)

We see in eq. (14) that the contribution afis
implicit and only comes from the derivatives of
U(q) (see eq. (6)). The “symmetric” contribution
V,.,1s obtained by merely replacing by —n in
eq. (14).

We deduce from egs. (12-15) amfD) = S that
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k
g (7 = — > ma - * (21)
- L L
= U(q) + (1 ) Z = U@ n" m &
e is the variance of the distributiom {}, and
n
.
— a(k) UM (q) nk (16) S+1n+1 2
m 2= —— . 22
keflezzn Q 6m Z (ql ) ( )
j follows i

Using the expression df,_,, we can generalize the
expression ot/ for anym, andm,, or more generally
for a family of k types of disks ordered by blocks.
Let us noteg; = q + §; the unavailability of disks
of typei, where

We see that the file unavailability is equal ¢g)
plus corrections, the leading term of which is
proportional toU @ (g). The associated prefactor is
the sum of the variance (always positive) and of a
negative contribution including aS(+ 1) term
. characteristic of the transition zone (i.e., wigh 1
1 consecutive disks are of two types). While the two
= Zmz qi (17)  contributions are of opposite signs, we expect the
overall sign to be positive, and therefdre> U(q),
because of the constrait <m/k and typical
is the average disk unavailability. We still cal;_, ; values ofn. By keepingSfixed and increasing, we
the contribution when the first selected disk is of would obtain the same result. Whem = m,, the

type i and the following block is of typg. second-order approximation gives
Consequently, _
U-U(q) =
S _ 6+ 6
e =R\t 2 46+ D+ D\U'@
1- (23)
3mn 2

1% w (= 88\ (6= &) . _
+—Z a(k) U q-+ > > . As indicated above, we restricted ourselves to the
me casem > 2 S, so thatU > U(q). The unavailability
(18)  of the file in the two-block arrangement is greater
than it would be for a homogeneous set of disks, of

Finally, unavailabilityq.
o . m. — SU 4.2. Alternate arrangement
@1 s di) _Z () There is another simple way to deploy disks of

i=1

unavailabilities g; and g,, namely the alternate
placement, representedfigure 7.

+ V1_>2 + + Vk—>1 . (19)

Note that all then; are assumed to be greater tisan
for eq. (19) to be valid; this implies <m/k. To
obtain a quick and good approximation of eq. (19),Figure 7. The alternate arrangement with= 12,
we can perform a second-order expansion in all thdny = mz =6

6;'s. After some work, we obtain
Obviously, for this kind of architecture, we must

7 = havem; = m,. If we consider theS + 1 disks
Ulq.,.., ~U 1 2 :
(q1 q") @ selected after the first step, we only have two
1 different patterns, depending on the first selected
+§U(2)(q) [(AQ)? — Q%] (20) disk (seeFigure 9.

where
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/ The same S neighbors \ expression ofU as a function ofgy and ¢, and
____________________ therefore ofg andn given again by eqgs. (8) and (9).

: ' ' : We have been able to identify the exact expression
)10 5 15 s Y P

Lo ' i ' 2]

cP -2
(zp) S| (M p
\ First selected disk / 7= 2 (—n2)P U“P)(q) lz] (S even)
p=0

(type 1) / The same S neighbors 2 p)! C;p 1 n (S odd)

(25)
L - |
\ / where|x] is the integer part of. As previously, we
First selected disk can restrict ourselves to a second-order
(type 2) approximation:
Figure 8 The pattern of th& neighbors when the 1
first selected disk if of type 1 or 2 — uD@mz | s (S odd)
U~U(Q) —— ) n-2 (S even) (26)
The only parameter that affects the form of theo$et n(s-1) even).
S + 1 disks is the spread factor. If it is even, and if
the first disk selected is of type 1, we coflig +1  In contrast to eq. (23), the second-order corradto

disks of type 1 and/2 disks of type 2 while if the ~always negative, and this < U(q). The alternate
spread factor is odd we hag®+ 1)/2 disks of both ~ arrangement is performing better than the block

types éee Figure B arrangement.
We have also considered more than two families of

disks. For three families of disks arrangedjag, ds
th 92 G, €tc. we have not yet found a general formula
such as eq. (25). However, we have been abledp fin

S neighbors with S even

[ | with g = {“J”;& and (Aq)? = 8374 8574657 5;2“532 ,
First selected disk
e S neighbors with S odd U=~U(@)
5 (S=3r+2)
oo 4 )
First seljcted disk - % 1;__51 (§=3r+1) (27)
(type 1) kn?s—_zl) (S =37)

Figure 9 The number of disks of type 1 and 2 in the
Sneighbors of the first selected disk as a functibn  In the case of four families or more, even for the
the parity of the spread factor second-order corrections, the expressions become
more complicated: there are contributions from term
If the first disk selected is of type 2, the sturetis ~ other than(Aq)?, showing ‘again that the placement
the same as above (interchange type 1 and tyfdé 2). of disks has an influence @h
is thus the sum of two contributions:
4.3. Discussion

U= l(Wl + W), (24) In the previous subsections, we have studied two
2 specific disk arrangements, for which we have
_ o m obtained the exact file unavailability, for arbitrary
where W, is the contribution of the— CI™'  values ofd, n, m S qandr. These exact expressions
configurations when the first selected disk is of may be computed very quickly. If we only take disk
type 1; likewise, W, is the relevant contribution failures into account, the alternate arrangemeresgi
when the first disk is of type 2. As in sectidrl better results in terms of file unavailability. varies
devoted to the block arrangement, we have computedith the arrangement of disks of unequal
(for different values ofd, n and § the formal
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unavailabilities, as demonstrated by egs. (16)),(19 5. Conclusion

(25), andrFigure 1Q . . :

In more complex arrangements, the exact calculation? @ CONtext of intense competition in terms of
might be not so easy, if not hopeless. For thisgea  USability, safety, and availability of Cloud sews;

we wish to provide reasonably accurate estimates of'¢ hgve modelled_ the file unavgllablllty_ for a
7, which might prove sufficient for the design and specific erasure-coding storage policy. This model
aésessment of data center architectures: amounts to a generalization of the well-knokvout-

. a first simple estimate i¥(7), to which U g:énig;cr)]t:ilsg, to which it reduces when all the disks

;%Lgegf (\;Ag:,ergea” the unavailabilities are In_th(_e_ _real world, however, t_hey have differt_ent
' o , _reliabilites. We have studied several disk

* we expect corrections to include the Success'vearrangements for which the average file
derivatives v @), multiplied by prefactors navailability 7 has been calculated exactly, and
depending on all thé; = ¢; — g . Note thatthe g5\ that these arrangements do matter. Our sesult
term with| = 1 necessarily cancels because ofjyicate that while in the general case the nurakric
the definition of g. Decent approximations —compytation off may be very cumbersome or even
could be found by keeping only the second-y,wnright impossible in a reasonable amount of
order term inJ (). time, simple second-order approximations can

provide satisfactory estimates for operational

purposes.

+ The work presented here has been extended in two

directions. Firstly, a more general sensitivity lges

of U has been performed. Secondly, we have

assessed another key performance index for data

center architects and managers, namely the average

data loss per year. These results will be discussed

n elsewhere [20].
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